CHAPTER 3

Information Privacy
Challenges and Opportunities for Technology

and Measurement

Heng Xu and Nan Zhang

For educators and social scientists, one of the most exciting opportunities
afforded by digital technologies is the ease of collecting and analyzing
massive datasets that capture individual behavior and interactions in social,
educational, and organizational processes. With the promise to study social
and behavioral phenomena in unprecedented detail, many social scientists
are attempting the methodological transition from taking measurements
through surveys and experiments to extracting measurements from large
amounts of data (Paxton & Griffiths, 2017). Reflecting this paradigm
shift, Groves (2011) coined the term “organic data” for datasets that are
organically generated (e.g., by ubiquitous sensors, on digital platforms such
as social media) without an explicit research design. While some organic
data are crucial for the proper functioning of the platform or device that
generates them (e.g., step count for a pedometer), some other types of
organic data may simply represent “data exhaust” (Harford, 2014), that is,
digital trail left by human activities with no immediate use (e.g., the exact
timestamp of each step sensed by the pedometer). In terms of scientific
research, the use of “organic data” stands in contrast to that of “designed
data,” which originate from surveys or experiments that are specifically
designed for research purposes.

The explosive growth of organic data collection sets the stage for
innovative measurements, research designs, and practical applications.
Yet, by its very nature of capturing the “digital footprints” of human
activities and interactions (McFarland et al., 2016), the collection of
organic data tends to raise privacy concerns for those whose personal
information is being collected and analyzed. In educational settings, the
collection of student data is usually governed by privacy laws and regula-
tions such as the Family Educational Rights and Privacy Act in the USA.
In organizational settings in general, privacy concerns are often pro-
nounced when data are collected by organizations, or at least within the
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scope of an organization, on their employees (rather than by researchers on
voluntary participants of lab experiments). For example, privacy concerns
may arise when organizations collect and analyze the social media activities
of their employees or prospective employees (Lee, 2018), as people’s
activities on social media tend to blur the boundary between professional
and personal contexts (Abril et al., 2012). Similarly, employees may be
concerned about their privacy when an organization uses sensory devices to
track their whereabouts and calculate their “time off task” (Ravid et al.,
2020), even though the collected data could be extremely useful for
research studies on improving operational efficiency and workforce
productivity.

The privacy concerns stemming from the collection of organic data
can only be compounded when researchers or practitioners /ink the
collected data with external data sources, such as administrative datasets,
to reveal even more information about the individuals, for example when
Twitter data are joined with voter-registration records to understand not
only the expressed sentiments of an individual but also their socioeco-
nomic status (Barberd et al., 2015). While the effective integration of
(high-volume) organic data with (high-quality) administrative records is
known to address many challenges in traditional research design (e.g.,
small sample size, nonresponse rate; Groves 2011; Ruggles 2014), the
threat posed by data integration to individual privacy is also well docu-
mented in the literature. For example, in a landmark study, Sweeney
(2002) demonstrated how cross-referencing an anonymized medical
dataset with voter-registration records (publicly available for
Cambridge, MA) revealed the medical records of William Weld, then
Governor of Massachusetts.

Privacy issues arising from the collection and use of organic datasets are
obviously complex, especially in educational and organizational settings,
and have important legal implications (Abril et al., 2012; Peterson, 2016).
Since the goal of this chapter is to provide a global perspective on the topic,
we forgo a comprehensive legal treatment of the subject because the
applicable laws vary considerably from country to country’ — even from
state to state in the USA (Russom et al., 2011). Instead, we refer readers to
the recent law reviews (e.g., for the USA: Neace, 2019; for Australia:
Koelmeyer & Josey, 2019) for the legal perspective on this topic, and
focus this chapter on discussing what researchers need to be aware of, and

' For example, compared with US courts, European courts are known to be less preoccupied with
protecting free speech when there is a trade-off to be made with privacy protection (Walker, 2012).
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what precautions they need to take in terms of privacy protection, when
handling the collection and analysis of organic datasets, assuming that the
collection and analysis procedures already pass the legal compliance pro-
cesses in the participating organizations. To this end, we will discuss the
following three questions in order in the rest of this chapter.

From the perspective of data privacy, what types of information about
an individual may be inferred from an organic dataset
being collected?

From the perspective of individuals’ privacy concerns, will knowledge of
the organic data collection, the potential inference of personal
information, and the intended use of the collected data make those
individuals whose information is being collected concerned about
their privacy?

Are there technical tools available to ameliorate privacy concerns while
maintaining the utility of the collected organic data for research?

It is important to note that all three questions represent active research
ideas in multiple disciplines, from computer science (Dwork & Roth,
2014) to psychology (Acquisti et al., 2020). In educational and organiza-
tional research, researchers are also starting to investigate issues pertinent
to these questions (e.g., Alge et al., 2006; Bhave et al., 2020; Ravid et al.,
2021). Nonetheless, there is still a dearth of research work that crosses
disciplinary boundaries in answering these questions. Thus, we conclude
the chapter with a discussion of future research topics that call for inter-
disciplinary collaborations in studying privacy-related phenomena in edu-
cational and employment settings.

3.1 Data Privacy Issues in Organic-Data Collection

To understand what privacy issues may arise from the collection of an
organic dataset, it is important to study three questions with regard to the
potential of information disclosure from the collected data. The first
question is about anonymity — this is, whether (parts of) the collected
data could be linked back to a specific individual. The second question is
on the feasibility of data inference — that is, among the parts of collected
data that may be linked back to an individual, whether additional charac-
teristics (e.g., demographics information) about the individual could be
inferred from the collected data. Finally, the third question is about the
interdependency between different individuals’ private information — that
is, whether the data linkable to one individual could be used to infer
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information about other individuals (e.g., colleagues, friends). We discuss
these three questions respectively as follows.

3.1.1 Anonymity

A common misconception with regard to the anonymity afforded by a
dataset is that no record can be linked back to an individual as long as all
personal identifiable information (PII; e.g., name, national ID such as
social security number) is removed from the data. Research in computer
science has repeatedly shown that this is not the case. In a seminal work,
Sweeney (2000) found that 87% of Americans can be uniquely identified
based on a combination of ZIP code, gender, and date of birth, none of
which is traditionally considered as PII. Since Sweeney’s finding, consid-
erable efforts were made to assess the risk of reidentification from a dataset
stripped of PII. The ease of such reidentification was highlighted by a series
of studies that demonstrated the feasibility of identifying an individual by
linking the PII-free records with news stories (Yoo et al., 2018) or publicly
available databases (Gymrek et al., 2013), exploiting the uniqueness of
variable values (e.g., medical diagnosis code) in a record (Loukides et al.,
2010; O’Neill et al., 2016), extracting patterns distinct to each individual
from complex data types such as text (Jones et al., 2007), etc. Importantly,
the risk of reidentification did not stay as a concern of academic interest
but instead manifested as far-reaching incidents in practice. For example,
soon after AOL released a dataset consisting of anonymized logs of search
queries, a reporter was able to reidentify an AOL user by linking the
released dataset with a public phonebook (Barbaro et al., 2006).
Similarly, not long after Netflix released the anonymized movie ratings
of its users, Narayanan and Shmatikov (2008) reidentified many Netflix
users in the dataset by cross-referencing the movie ratings with those
posted publicly on the Internet Movie Database website. Both incidents
led to lawsuits on the ground of privacy violation and resulted in eventual
settlements” from the companies releasing the datasets.

3.1.2  Inference

A key distinction between organic data and the traditional, designed data,
is that the former is generated from a process beyond the control of a

* AOL: Case No. 1:11-cv-01014-CMH-TR]J (ED Va. Dec. 17, 2012). Netflix: In re Netflix Privacy
Litigation, Case No. 5:11-cv-00379-EJD (ND Cal. Mar. 18, 2013).
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researcher. In terms of privacy, what this means is that researchers may not
be fully aware of the types of private information that could be inferred
from an organic dataset, raising important privacy, ethical, and legal
concerns for the collection and use of such a dataset (Oswald et al.,
2020). This issue is particularly pronounced when the organic dataset
contains variables that are rich in contextual information — for example,
geolocations, text (e.g., emails), images, audios, and videos. Consider
geolocation information as an example. While it ostensibly discloses only
the whereabouts of an individual at a particular point in time, existing
studies showed that geolocations shared over online social networks could
be used to accurately infer a variety of demographic variables including
age, gender, sexual orientation, education attainment, etc. (Zhong et al.,
2015). Another example is the web-browsing history of an individual.
Researchers often collect such information to gauge people’s interests on
certain topics (e.g., political view; Comarela et al., 2018). Yet web-
browsing history has been shown to accurately reveal the gender and
education attainment of an individual (Hu et al., 2007; Li et al., 2017).
Perhaps unsurprisingly, similar inferences can be made based on a wide
variety of context-rich variables, from an individual’s search query logs
(Weber & Castillo, 2010) to the user name chosen by an individual for an
online social network (Wood-Doughty et al., 2018), from writings (even
short ones like tweets; Yo & Sasahara, 2017) to audio records (Krauss
et al., 2002), etc. It is important to note that this inference issue interacts
with the aforementioned anonymity issue, as the additional demographic
information being inferred also makes it more likely for a record to be
linked back to an individual, for example, through cross-referencing with
publicly available datasets like voter registration records. Once the linkage
is established, the information in the public dataset then allows the
inference of even more information about the individual, compounding
the threat of private-information disclosure.

3.1.3  Interconnected Privacy

The information about one individual in an organic dataset could also be
used to infer the information about others because the interdependency
between different characteristics of the same individual, which leads to the
inference issue discussed earlier, readily applies to the characteristics of
different individuals. For example, researchers have long recognized the
value of organic datasets in capturing the social relationships between
different individuals (Knoke & Yang, 2019). Such relationships, in turn,
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allow the inference of a wide variety of information for the individuals
involved. For example, Wang et al. (2014) demonstrated that an individ-
ual’s working relationships are the key for an accurate inference of work
skills possessed by the individual, because such skills tend to be relatively
homogeneous among people with close working relationships. Similarly,
Dong et al. (2014) found that many demographic variables, including race,
gender, and age groups, can be accurately inferred from an individual’s
social connections. Further, the way an individual’s social connections
change over time could also reveal the individual’s demographic informa-
tion (Dong et al., 2014). Note that the interdependency of different
individuals’ information extends beyond the existence of relationships
between them, and may involve their interactions captured in the organic
dataset. For example, Alsarkal et al. (2018) demonstrated how a conversa-
tion captured in a dataset, like a simple “Happy Birthday” message, could
reveal the date of birth of an individual involved in the conversation.

3.2 Privacy Concerns Arising from Organic-Data Collection

Discussions in the last section clarified the many possible ways private
information can be inferred from an organic dataset and linked back to an
individual. While the disclosure of such information is clearly pertinent to
the privacy of individual data subjects, it is important to recognize that
people’s need with regard to privacy is 7or about keeping all information
about themselves secret, but about striking a proper balance between the
need for disclosure and the need for secrecy (Acquisti et al., 2020).
As such, a consensual view in the privacy research community is that
whether the disclosure of certain private information is a “problem” — that
is, whether such disclosure triggers people’s privacy concerns — depends on
the specific context, such as who the data subject is, why the information is
disclosed, for what purpose, etc. Moreover, privacy concerns may arise for
a wide variety of reasons: from the desire to keep certain information secret
to the embarrassment of revealing certain activities outside the societal
norm (Post, 2017), to concerns on the “Big Error” (Lazer et al., 2014;
McFarland & McFarland, 2015) stemming from the hidden biases in the
collected data. To understand how and why privacy concerns may arise
from the collection and use of an organic dataset, it is important to
examine two interrelated issues. The first is the conceptual issue of “whar
is privacy.” The second is the operational issue of how to measure people’s
privacy concerns. We discuss these two issues respectively in the rest of
this section.
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3.2.1  Conceptualization of Privacy

Although privacy has been extensively studied in social sciences (including
philosophy, economics, psychology, law, and sociology), it is widely rec-
ognized that as a concept, privacy “is in disarray and nobody can articulate
what it means” (Solove, 2006, p. 477). Scholars have proclaimed that
“privacy is so muddled a concept that it is of little use” (Solove, 2007,
p- 754). “Perhaps the most striking thing about the right to privacy,”
Thomson (1975) observes, “is that nobody seems to have any very clear
idea what the right to privacy is” (p. 312). The wide scope of scholarly
interests has resulted in a variety of conceptualizations of privacy, which
leads Margulis (1977) to note that “theorists do not agree ... on what
privacy is or on whether privacy is a behavior, attitude, process, goal,
phenomenal state, or what” (p. 17).

Many efforts have been made by privacy scholars to develop a systematic
understanding of privacy by integrating the different perspectives from
different fields. The challenge, however, is that the conceptual picture that
emerges is usually fragmented and discipline-specific (also see Smith et al.,
2011 for a review). For instance, in law, perhaps the most famous con-
ceptualization is to view “privacy as a right,” first defined by Brandeis and
Warren (1890) as “the right of the individual to be left alone” (p. 205).
This stands in sharp contrast to the sociological view of privacy as a
struggle for control between an individual and the society (Margulis
1977; Westin 1967), perhaps owing to the focus of sociology research on
how the power and influence between individuals, groups, and institutions
shape the collection and use of personal information in the society. Yet
another conceptualization of privacy — in economics — is to define privacy
as a value both in terms of its relevance to the information needed for
efficient markets and its role as a piece of property (Acquisti et al., 2015).
This is clearly distal to psychologists’ view of privacy, which is often that of
a perception or a feeling or an emotion. As Altman (1974) argues, there are
many instances where no logical reason appears to exist for a person to feel
that their privacy has been violated, yet that is precisely their perception.
Almost all these conceptualizations have been developed (to different
extents) by philosophers, who interpreted privacy as a state of “limited
access or isolation” (Schoeman, 1984, p. 3), “being apart from others”
(Weinstein, 1971, p. 626), etc.

The lack of conceptual clarity for privacy brings about considerable
challenges not only for researchers but also for the government and
organizations, making it extremely difficult for them to form coherent
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policies regarding data practices. For research, the National Research
Council (2011) found that having ad hoc definitions each capturing a
small fraction of a complex social construct, without a common under-
standing of what the construct really means, leads to the balkanization of a
field, sparse data, or even paucity of scholarly interest. For technological
development, as Lederer et al. (2004, p. 440) pointed out, “one possible
reason why designing privacy-sensitive systems is so difficult is that, by
refusing to render its meaning plain and knowable, privacy simply lives up
to its name.” For news media, “privacy” is often used as a blanket term
covering everything related to the unsettling consequences of applying the
latest technologies (Hao, 2018). This, in turn, confuses the general public
and leads to their difficulty in making decisions related to privacy, as
observed by many existing studies (Debatin et al., 2009). In sum, while
copious empirical evidence has shown privacy to be multidimensional,
elastic, depending upon context, and dynamic in the sense that it varies
with life experience, a lack of clear, concrete, measurable, and empirically
testable conceptualization of privacy is still a major challenge facing today’s
privacy research and practices.

3.2.2  Measurement of Privacy Concerns

Given the clear lack of consensus on what “privacy” is, there has been a
movement toward the measurement of people’s privacy concerns as the
central tenet in privacy research, as noted by Smith et al. (2011). A key
reason for this focus is the prevailing belief that the recent wave of privacy
laws and regulations, such as the European Union’s General Data
Protection Regulation, is mainly driven by policymakers’ understanding,
acknowledgment, and respect of citizens’ privacy concerns (Solove, 2021).
For social scientists collecting organic datasets, asking the data subjects
about their privacy concerns also appears to be a straightforward solution
because, intuitively, privacy only becomes a problem when those individ-
uals whose private information is being collected and used are concerned
about such collection and use.

Given the practical pertinence of measuring people’s privacy concerns,
the literature is replete with attempts to elicit self-reported privacy con-
cerns with survey instruments, such as the Concern for Information
Privacy (CFIP) instrument developed by Smith et al. (1996). Yet accu-
rately gauging people’s privacy concerns from self-reported data is known
to be a challenge. In developing the 2016 US National Privacy Research
Strategy, a subcommittee of the National Science and Technology Council
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(2016) notes that people’s self-reported privacy concerns are often diverse,
dynamic, and situation-specific, not only challenging its reliable measure-
ment at the individual level but making it “difficult to draw general
conclusions about current privacy norms or predict how these norms
may develop over time” (p. 10). Specifically, self-reported privacy concerns
have been criticized for suffering from two main problems, inflation and
uncertainty (Xu & Zhang, 2022).

The criticism of inflation mostly arises from the frequent observation
that people could express heightened privacy concerns yet refuse to take
even trivial actions to protect their own privacy (Acquisti & Grossklags,
2005; Beresford et al., 2012). For this reason, researchers and practitioners
often cite people’s self-reported privacy concerns as inflated, exaggerating
their “true” level of concerns about privacy (Wittes & Liu, 2015). The
literature has also noted multiple potential causes for the inflated
responses. For example, Solove (2021) contended that inflated responses
are natural because the survey instruments researchers usually use to elicit
people’s privacy concerns (e.g., the aforementioned CFIP) do not specify
the context of data collection or use in sufficient detail. As such, it is
perfectly reasonable for an individual to express a high level of general
concerns yet not be concerned about privacy in a specific context.
Complementary to this point is Hong and Thong’s (2013) argument that,
when privacy concerns are elicited in a hypothetical manner, inflated
responses should be expected because a respondent could construe “pri-
vacy concerns” as their expectation of others’ behavior in an ideal world
(e.g., whether an ideal organization should collect its employee’s private
information). In other words, there is not really any cost (or trade-off to be
considered) associated with an inflated response. Providing further evi-
dence to the inflation of self-reported responses, Marreiros et al. (2017)
demonstrated that self-reported privacy concerns became inflated imme-
diately after exposure to information about privacy (e.g., after reading a
newspaper article), no matter if such exposure is positive, neutral, or
negative. In other words, even those individuals who were not very con-
cerned about the collection of their private information could report a high
level of concern after hearing something about privacy. This challenges the
fundamental feasibility of eliciting people’s “true” privacy concerns
through a survey questionnaire.

Besides inflation, another frequent criticism is that people are often
uncertain about their attitudes toward privacy concerns, leading to excessive
variability in their self-reported privacy concerns. Uncertainty, or a respon-
dent’s lack of an attitude in a coherent form, is a common issue for self-
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reported data (Bertrand & Mullainathan, 2001). What is unique for self-
reported privacy concerns is that the uncertainty is not limited to respon-
dents who are inattentive (Lelkes et al., 2012) but applies to a large part of
the respondents. For example, many respondents do not seem to know the
consequences of disclosing certain private information (Solove, 2021).
Many others are unsure about how they feel toward privacy (Acquisti
et al., 2015). Yet others are uncertain about whether the common tools
for privacy protection (e.g., virtual private network, or VPN) are indeed
effective (Gates, 2011). This excessive uncertainty has two pronounced
consequences. One is the cue-seeking behavior it induces. That is, when
survey respondents are reluctant to admit their uncertainties (e.g., for fear of
being perceived as ignorant or naive; Acquisti et al., 2015), they tend to
“cast around” for cues when answering survey questions about their privacy
concerns (Adjerid et al., 2018). Unfortunately, such cues are rarely relevant
to privacy, instead mostly concerning the design and appearance of a survey
instrument (John et al., 2011) or even the physical environment surround-
ing the respondent when answering the question (Acquisti et al., 2015).
The second consequence of excessive uncertainty is a phenomenon known
as “privacy cynicism” (Hoffmann et al., 2016). That is, many people
deliberately “discount risks or concerns” in order to cope with their
uncertainty (Hoffmann et al., 2016). In either case, as different people
respond to uncertainty in different ways (Powell & Baker, 2014), we tend
to observe even more randomness in the self-reported privacy concerns.

To address the two criticisms, privacy scholars spent considerable efforts
in recent years to refine the measurement of privacy concerns, in particular
by carefully examining the role of comtext in the measurement process.
Conceptually, Nissenbaum (2020) linked privacy concerns to a set of
context-dependent situational norms. Operationally, researchers started
adopting general-purpose survey instruments for measuring privacy con-
cerns in specific contexts (e.g., Xu et al., 2012). In an educational or
organizational setting, the proper contextualization of privacy-concern
measurement is even more important given the empirical evidence that
people’s privacy concerns tend to differ considerably in workplace and
personal settings (Auxier et al., 2019), and adults and adolescents tend to
cope with their privacy concerns in different ways (Jia et al., 2015). To this
end, researchers may benefit from a recently developed quantitative frame-
work (Xu & Zhang, 2022) that estimates the degree of inflation and
uncertainty from self-reported privacy concerns, making it possible for
researchers to identify a proper contextualization and to correct both forms
of bias when using self-reported privacy concerns.
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3.3 Technological Solutions for Privacy Protection

In addition to the quest of understanding people’s privacy concerns,
privacy researchers also pursued a technical solution to the problem of
privacy protection, with the goal being to maintain the utdlity of the
organic dataset for research while eliminating the collection or inference
of private information. The key rationale here is an observation that, even
though an organic dataset usually consists of data about individuals, social
scientists rarely use such datasets to study one individual specifically.
Instead, the research goal is almost always to identify patterns or relation-
ships that hold for a large part of the population. As research in statistics
has long shown the feasibility of recovering accurate patterns from datasets
that have undergone drastic changes (e.g., noise insertion) at the
individual-record level (Osborne, 1991), the idea of the technical solution
for privacy protection is to develop a process for anonymizing a dataset so as
to block all potential links to the individual data subjects yet maintain
the patterns and relationships that are of research interest. The existing
techniques for data anonymization can be largely partitioned into two
categories, data removal and noise insertion, respectively, which we discuss
as follows.

3.3.1 Data Removal

Since the goal of data anonymization is to prevent any individual from
being identified from the anonymized dataset, a natural idea for anonymiz-
ing a dataset is to remove the part of data that could be used to identify an
individual. The data removal mechanism is rooted in this idea. Its initial
implementations focused on removing variables that are obvious identi-
fiers, such as name, address, social security number, etc. These implemen-
tations were challenged by the aforementioned discovery (Sweeney, 2000)
that ZIP code, gender, and date of birth in combination can uniquely
identify 87% of Americans. Following this discovery, a plethora of data
removal techniques were developed to detect and rectify the issues caused
by such “quasi-identifiers” (e.g., Machanavajjhala et al., 2007; Sweeney,
2002), forming the bulk of the existing literature for the data removal
techniques (for a review, see Fung et al., 2010). A common idea followed
by these techniques is to first identify the individuals at risk of being
identified before removing the minimum necessary information to block
such identifications. The removal of information could be operationalized
by marking a value as missing (i.e., replacing its real value with N/A) or by
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reducing the precision of a value through granularity change (e.g., repla-
cing Los Angeles with California).

A key advantage of data removal techniques is their transparency to the
subsequent data analysis processes. Since most data removal techniques
alter only the values in a dataset but not the structure of the dataset, a
researcher who uses the dataset can readily apply any traditional statistical
analysis tool over the privacy-preserved data with little change.
Unfortunately, this advantage turns into a problem when researchers start
integrating an anonymized dataset with other data sources. Specifically, the
computer science literature has noted that, without making substantial
assumptions about what the other data sources are, it is simply impossible
for a data removal mechanism to block all possible links to an individual
without making the data useless for research (Ganta et al., 2008). In other
words, while data removal is highly attractive due to its simplicity of
operation, it does not offer any rigorous anonymity guarantee that can
withstand potential integration with other datasets. For this reason, there is
a sharp divide between researchers and practitioners on the use of data
removal mechanisms today. On the one hand, data removal remains
popular in practice, frequently used or recommended by firms and gov-
ernment agencies for compliance with privacy laws and regulations (Article
29 Data Protection Working Party, 2014; Rocher et al., 2019). Yet, on the
other hand, technical research on data removal all but ceased in the last
decade, with technical researchers shifting their focus to noise insertion
techniques, which we discuss next.

3.3.2  Noise Insertion

As discussed earlier, research in statistics, specifically calibration (Osborne,
1991), has long demonstrated the feasibility of recovering summary statis-
tics from noise-ridden data. Leveraging this finding, earlier work on noise
insertion simply anonymized a dataset by adding independent and iden-
tically distributed Gaussian noise to variable values before developing
statistical techniques to recover the statistics of interest (Agrawal &
Srikant, 2000). Unfortunately, this method was later found to be ineffec-
tive for privacy protection because the inherent correlation between dif-
ferent variables in the original dataset allows spectral methods (Bernardi &
Maday, 1997) to separate the independent noise from the correlated data,
thereby nullifying the anonymization achieved through noise insertion
(Huang et al., 2005). This problem was solved by the development of
differential privacy (Dwork et al., 2006), which guarantees that, for any
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individual in the dataset and any statistics of the dataset, the statistics
would be indistinguishable from the same statistics of a dataset that has the
individual’s record removed. In other words, an individual’s privacy derives
from the fact that no one can learn anything new from the dataset that it
cannot already learn from a dataset without the individual’s data.

A key advantage of differential privacy, compared with the data removal
mechanism, is that it provides a rigorous guarantee that holds 7o marter
what external data sources may be available. This makes differential privacy
extremely attractive in research and practice. As a result, it became the de-
facto standard for the noise insertion mechanism today, and has been
adopted by high-tech firms such as Apple (Tang et al., 2017) and Google
(Erlingsson et al., 2014) as well as government agencies such as the
US Census Bureau in its 2020 decennial Census (Abowd, 2018).
To researchers who use the (anonymized) dataset, however, differential
privacy presents a challenge, as the majority of implementations for
differential privacy do not allow researchers access to the raw dataset,
instead requiring them to interactively query the data to obtain (noisy)
estimates of statistics required for research. This means that the traditional
tools for statistical analysis cannot be directly applied. Instead, new tools
need to be developed that take into account the way differential privacy
performs noise insertion. While differentially private tools for tasks like
linear regression are available (Wang, 2018), there are many other statis-
tical analysis tools, like structural equation modeling, for which no differ-
entially private version has been developed.

3.4 Future Research

It is clear from the earlier discussions that there is still much to be learned
about the information privacy issues surrounding organic data collection
and use, especially in an educational or workplace setting. While numerous
inference channels have been identified, we do not yet have the full picture
of what private information may be inferred from an organic dataset. The
scientific community has not yet converged on a consensual definition of
privacy, nor the effective means to capture people’s privacy concerns. The
development of technical solutions for privacy protection is also a work in
progress. While all these unknowns may lead to pessimism for educational
or organizational researchers wanting to take advantage of the rich knowl-
edge afforded by organic datasets, we note that they also represent oppor-
tunities for them to contribute to the literature of information privacy, in
particular to the understanding of privacy issues in educational and
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workplace settings. For this reason, we conclude the chapter with a
discussion of future research that calls for the participation of educational
and organizational researchers in the interdisciplinary efforts required to
address the existing and emerging privacy challenges.

As discussed earlier, the scientific community has not formed a consen-
sus on the definition of privacy in decades, and will unlikely converge on a
consensus anytime soon. Interestingly, there are two distinct paths through
which privacy researchers are attempting to address this lack of consensus.
On the one hand, there are behavioral scientists who are making extensive
efforts to refine the concepts of privacy by revealing more and more factors
that affect people’s perceptions or concerns of privacy (Dinev et al., 2015;
Smith et al., 2011), including attention, cognition, emotion, motivation,
environment, etc. On the other hand, computer scientists who develop
technical solutions for privacy protection tend to treat the conceptualiza-
tion of privacy as an afterthought, articulated not according to what it
means to everyday people but based on what is mathematically feasible to
achieve (e.g., the aforementioned different privacy guarantee). We argue
that both paths could be detrimental to addressing the privacy issues i
practice. While further refinement of privacy conceptualization could
reveal factors that affect people’s attitudes, beliefs, and perceptions about
privacy invasions, it also risks overcomplicating the problem and produc-
ing a (somewhat defeatist) belief that everything related to privacy is fluid
and must be examined on a case-by-case basis. On the other hand, over-
simplifying a complex concept like privacy by rolling all of its dimensions
into a singular technical definition is problematic too, as doing so may lead
to a technical solution that is designed to meet everyone’s need but indeed
satisfies no one, causes confusions among everyday people, and make it
difficult for them to make decisions with regard to the use of technical
solutions (Debatin et al., 2009).

We believe that one way to address the problem of overcomplication
and oversimplification in privacy research is to develop middle-range
(Merton, 1968), context-contingent theories that, instead of attempting
to identify the overarching features of privacy that operate in all social
processes, simply aim to consolidate the empirical regularities related to
privacy concerns and behavior in a specific set of similar contexts, like
educational or workplace settings. A key reason behind our argument for
developing context-contingent theories is the recognition that there is
already ample empirical evidence suggesting the wide variation of
privacy-related phenomena across contexts. For example, privacy concern
and privacy-seeking behavior were found to be strongly correlated within
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one context (Dienlin & Trepte, 2015), virtually uncorrelated in another
context (Reynolds et al., 2011), and negatively correlated in a third context
(Sheehan & Hoy, 1999). As there is little evidence that an overarching
theory actually exists to explain the privacy phenomena across all contexts,
from a practical perspective, it may be more productive to pursue a
context-contingent theory that can approximate what privacy means to
most people in a set of specific contexts, so as to enable the development of
practical solutions that can address most people’s privacy concerns in these
contexts. Clearly, developing context-contingency theories requires
domain expertise for the corresponding contexts. Thus, we believe that
the participation of educational and organizational researchers is essential
for advancing our understanding of the privacy phenomena in educational
and workplace settings, especially given the rapidly increasing popularity of
Big Data technologies that use organic data collection and analysis to
improve operational efficiency.
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